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ABSTRACT

We present a new distortion solution for the Canada-France-Hawaii Telescope’s (CFHT) Wide-field

InfraRed Camera (WIRCam) instrument. We imaged a calibration field centered around LHS3473

that contains roughly 2,000 stars in the H2 filter and roughly 5,000 stars in the J filter, many of which

have Gaia astrometric measurements. By comparing the positions we measure with those in Gaia

Lindegren et al. (2018), we determined the distortion solution of the WIRCam detector with precision

on the subpixel level. We find the distortion solution has remained nearly constant over time and is

very similar in the J and H2 filters. The distortion solution will eventually be released as part of a

publicly available software package to compute parallax measurements from CFHT data (Siverd et al.

in preparation).
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1. INTRODUCTION

As the line between stars and planets, brown dwarfs

set limits on the evolution processes of both. However,

sophisticated models of brown dwarf evolution, such as

Saumon & Marley (2008), do not accurately describe

all observed brown dwarfs. For example, observations

of low-gravity (VL-G) objects revealed that this model

did not account for sufficiently red colors at a given ab-

solute magnitude Best et al. (2015). Modelling these

objects is difficult because they cool as they age and

therefore have a degenerate relationship between mass,

age, and luminosity. Thus, a young, low mass brown

dwarf can have the same luminosity, temperature, and

spectral type as an older, more massive brown dwarf.

Further measurements of parallax distances, which are

used to determine all three of mass, age, and luminosity,

are needed to better constrain the models.

The Hawaii Infrared Parallax Program has made high-

precision parallax measurements since 2007 (Dupuy &

Liu (2012), Best et al. (2015), Dupuy et al. (2018), Best

et al. (2020), and Zhang et al. (2021)). The CFHT

WIRCam instrument has been used in this program and

is sensitive to near-infared, 0.9-2.4 micron, wavelengths

with a field of view of 20.5’ x 20.5’ Puget et al. (2004).

WIRCam is made up of a grid of 4 HAWAII-2RG de-

tectors that have a 45” gap between them, but only

images from the northeast detector are used as part of

the program since this detector has the least contam-

ination. The CFHT has produced more abundant and

higher precision parallax distances than other programs.

As of 2016, the CFHT measured parallaxes of 115 ultra-

cool objects with typical uncertainties of 1.3 mas. At

the time, other programs, such as CTIO/BDKP (Fa-

herty et al. (2012)), USNO IR (Vrba et al. (2004), Bur-

gasser et al. (2008)), CTIOPI (Chabrier (2005), Costa

et al. (2006), Henry et al. (2006), Gizis et al. (2007),

Dieterich et al. (2014), Lurie et al. (2014), Riedel et al.

(2014)) USNO CCD (Monet et al. (1992), Dahn et al.

(2002), Dahn et al. (2008), Reid et al. (2003), Gizis et al.

(2015)), and PARSEC (Andrei et al. (2011), Marocco

et al. (2013)) have respectively measured the parallaxes

of 70, 40, 60, 51, and 30 objects with typical errors of

6.9 mas, 3.8 mas, 1.7 mas, 1 mas, and 4 mas.

To further improve the precision of parallaxes from the

CFHT, we computed a new distortion solution. Dupuy

& Liu (2012) reported a distortion solution for WIRCam

that used data taken from 2007 - 2010. All data was

taken in the J filter and totaled 89 hours of queue sched-

uled observing. We imaged a calibration field centered

around LHS3473, a high proper motion star, over the
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course of 10 years. Data were collected using queue

scheduled observing from 2011 to 2021 and 1,918 im-

ages were taken in total. Of these images, about half

were 5-second exposures in the H2 filter and the other

half were 20-second exposures in the J filter. To mini-

mize atmospheric effects, all images were taken near the

zenith, with a typical airmass of 1.05, and were dithered

using CFHT’s typical pattern. The larger data set taken

over a longer time period enables us to compute a more

robust distortion solution and evaluate its stability over

time. In particular, more detected stars allows for bet-

ter coverage on each pixel of the detector. Further, the

distortion solution reported in Dupuy & Liu (2012) had

residual rms values of about 40 mas which were domi-

nated by positional errors in the reference star catalogs

used, the Two Micron All Sky Survey (2MASS) Jarrett

et al. (2000) and the Sloan Digital Sky Survey (SDSS)

Ahn et al. (2021). We made use of the Gaia star catalog,

which has typical astrometric uncertainties of 0.01 - 0.02

mas, 0.05 mas, and 0.4 mas for G<15, G=17, and G=20

respectively Lindegren et al. (2018). Additionally, data

in both the J and H2 filter allow for the comparison of

distortion across wavelengths. We find the distortion

solution has remained nearly constant over time and is

very similar in the J and H2 filters.

To measure the distortion solution, we computed as-

trometric positions of the stars in our data set and com-

pared them to the values reported in Gaia. We used the

World Coordinate System Greisen & Calabretta (2002)

(WCS) convention and a tangent projection. This sys-

tem is commonly used to relate the X and Y pixel co-

ordinates in an image to sky RA and Dec. The WCS

requires a CD matrix to translate the pixel coordinates

into RA and Dec. In short, the CD matrix includes

CD1 1, CD1 2, CD2 1, CD2 2, CRPIX1 and CRPIX2.

CD1 1, CD1 2, CD2 1, and CD2 2 are a linear trans-

formation matrix between the pixel axes and interme-

diate coordinate axes. CRPIX1 and CRPIX2 are the

pixel values at the point of tangency which correspond

to the RA and Dec coordinates CRVAL1 and CRVAL2.

To find the best-fit WCS parameters we minimized the

differences between our astrometric measurements and

Gaia’s. Once the match distances were minimized, we

fit a 3rd polynomial to them as a function of location on

the detector. In this paper, we describe the astrometric

solution and matching to Gaia in section 2, the fitting

of the distortion solution in section 3, and the stability

of WIRCam over time in section 4.

2. ASTROMETRIC SOLUTION

2.1. Data Acquisition and Source Extraction

Calibrated (”p”) WIRCam images were downloaded

directly from the Canadian Astronomy Data Centre

(CADC) using the astroquery Ginsburg et al. (2019)

Cadc module and stored locally for processing. The

Northeast sensor extension (HAWAII-2RG #60) was ex-

tracted from each image and stored separately, grouped

by WIRCam run.

Each image was individually processed using custom

Python software. Source extraction was perfomed us-

ing the SEP package Barbary (2016) which implements

the algorithms of Source Extractor Bertin & Arnouts

(1996). Sources were identified using a 2-sigma extrac-

tion threshold and detections covering at least 5 pix-

els were kept. Following this initial extraction, we per-

formed a a row-by-row check for sources to identify hor-

izontal detector artifacts. Rows containing more than

10 sources were flagged as unreliable and all associated

measurements were dropped.

The resulting data set was used for the following as-

trometric analysis and distortion solution derivation.

The routines described above are part of a forthcoming

public software package for infrared parallax estimation

(Siverd et al. in prep).

2.2. Initial Astrometric Solution From ‘I‘iwi

The data was preprocessed using ‘I‘iwi, the IDL In-

terpretor of WIRCam Images.1 This pipeline calibrates

the images and performs an initial astrometric fit us-

ing calibration stars from the 2MASS catalog. ’I‘iwi

performs source extraction using Source Extractor and

then computes the WCS parameters. Using the detec-

tor geometry, ’I’iwi matches sources in the image to cal-

ibration stars in the 2MASS catalog. This fit first uses

images from all four of WIRCam’s detectors and then

computes a more refined solution for each detector sep-

arately if enough sources are present. This astrometric
solution is purely linear and the CD matrix values are

reported in FITS header of each image. The number of

sources used for the fit are also reported if there were

enough stars for separate solutions for each of the four

detectors. Only 22% of the images had enough sources

for the by-detector fit, and in these cases 40 stars were

typically used to compute the solution. The reported

CD values in each image are used as the initial guess

parameters for our astrometric solution. Histograms of

the values of CD1 1, CD1 2, CD2 1, CD2 2 are shown

in figure 1. As reported by ’I’iwi, the CD matrix values

have little variation and have a standard deviation of

1.6e−7°, 2.2e−7°, 2.2e−7°, and 1.5e−7°respectively.

1 https://www.cfht.hawaii.edu/Instruments/Imaging/WIRCam/
IiwiVersion1Doc.html
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Figure 1. CD Matrix Values From the Image FITS Headers
These values are used as the initial guess parameters for solving for the best-fit CD matrix. Notice that there is little variation
of the CD Matrix Values between the images and CD1 1, CD1 2, CD2 1, CD2 2 have a standard deviation of 1.6e−7°, 2.2e−7°,
2.2e−7°, and 1.5e−7°respectively.

2.3. Matching to Gaia and Best-fit WCS Parameters

The quality of the WCS parameters varies signifi-

cantly across the sensor due to the presence of distortion.

Match distance to Gaia across the detector using the

initial WCS parameters from ’I‘iwi is shown in figure 2.

Near the center of the focal plane, the distortion is min-

imal. However, in the corners of the detectors farthest

from the the center of the focal plane, stars are displaced

by up to 5 arcseconds or 15 pixels. We needed to con-

sider this distortion when matching stars to Gaia. The

process of matching sources in the images to stars in the

Gaia catalog required three steps. First, we identified

preliminary matches using a modified nearest neighbor

matching on each image individually. Secondly, we com-

bined the matches from each image in order to perform

outlier rejection across the data set. Thirdly, we reran

the nearest neighbor matching on each image once more,

using the matches from the first two steps and best-fit

parameters from the FITS headers as the initial guesses.

The output of the third step was the final Gaia matches

and best-fit WCS parameters for each image. This out-

put was used to create the distortion solution.

2.3.1. Step 1: Modified Nearest Neighbor Matching

The Gaia matching routine began with a nearest

neighbor matching between the sources detected in an

image and stars in the Gaia catalog. The WCS pa-

rameters included in the FITS header were used as the

initial parameter guess. We started with a matching

tolerance of 5 arcseconds as the maximum allowed dis-

tance between a source in our image and its correspond-

ing Gaia match. These matches and best-fit parameters

were used as the starting point for the following steps.

1. Iteration

Once we had an initial match, we iterated over the

best-fit parameters to improve the match until the

parameters converged. Within each iteration, we

took several other steps to improve the matching,

namely outlier removal, match tolerance reduc-

tion, separation of the image into quadrants, and

correction for proper motion. Each of these steps

are described immediately below.

2. Outlier Removal

Matches that had higher than typical errors were

discarded. We only kept matches whose match

distances was less than the 80th percentile since
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Figure 2. Match Distances Using WCS Parameters From
’I’iwi preprocessing pipeline.
The variation in the quality of the WCS parameters across
the detector must be considered when performing matching
to the Gaia catalog. In particular, matching can be im-
proved by breaking the detector into quadrants and fitting
different WCS parameters to each quadrant. After improv-
ing the matching by seperating each image into quadrants,
we refit with a full-frame solution.

the distance as a function of percentile grew expo-

nentially after this point.

The match distance as a function of percentile is

displayed in figure 3.

3. Reduce Match Tolerance

The initial fitting needs to use a tolerance of 5 arc-

seconds because this is the typical matching dis-

tance of the worst corner of the detector. However,

this is much farther than is needed on the better

portions of the detectors. After the global WCS

is slightly improved, we re-detect matches with a

tighter 2-arcsecond tolerance to reduce spurious

matches and re-fit WCS. The difference between

the measured RA and Dec and the values reported

in Gaia is shown in figure 3. Be aware that figure 3

shows the match distance after step 2, but before

step 3.

4. Separation Into Quadrants

We divided each image into quadrants and ran

the fitter on each quadrant separately. We no-

ticed that the upper-left portion of the detector

had the largest match distances. Since the er-

ror is non-uniform across the detector, discarding

Figure 3. Match Distance Percentiles.
Matches with distances farther than the 80th percentile were
removed from the best-fit solution because this function be-
comes exponential. Note that this plot represents intermedi-
ate Gaia matches after step 1, but before step 2 as described
in section 3.2.

the most erroneous data points means discarding

more points on some parts of the detector than

others. Therefore, splitting the detector allows for

outliers to be rejected more uniformly across the

detector. Additionally, because a tangent projec-

tion was used for the astrometric fit, the best-fit

WCS parameters were more accurate closer to the

center of the solution. Therefore, splitting the

image allows for different values of CRPIX1 and

CRPIX2 in each quadrant.

5. Correction For Proper Motion

Here, we update the positions of the Gaia stars

to the time that observations were taken. This

was done using the proper motions reported in
the Gaia catalog. Although the median change

in location due to proper motion was 0.074 pixels,

there were about 50 sources matched to Gaia had

a change of more than 0.5 pixels.

2.3.2. Step 2: Outlier Rejection by Pixel Location

We combined all of the Gaia matches from step 1 for

another round of outlier removal. Even after tuning up

the WCS to provide better across-the-frame results, the

typical match error is a strong function of detector po-

sition due to distortion. Outlier rejection thus needs

to be performed relative to the local separation distri-

bution. The detector was divided into a 32x32 grid and

each match was placed into the correct cell. Within each

cell, we removed any match farther than 5σ away from

the median match distance, either in RA or in Dec. This
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Figure 4. Distance Between Fitted Solution and Gaia Po-
sitions.
For a given match, here we show the difference between the
RA and Dec of our astrometric solution and the value re-
ported in the Gaia catalog. Again, note that this plot rep-
resents intermediate Gaia matches after step 2, but before
step 3 as described in section 3.2.

is similar to the outlier removal in step 1. However, this

round of outlier rejection differs from previous rounds

due to the inclusion of data from many images.

2.3.3. Step 3: Final Gaia Matching and Best-fit WCS
Parameters

Using the Gaia matches from step 2 and WCS param-

eters from the FITS headers as inputs, we ran refit the

WCS parameters of each image a final time. At this

stage, we did not use any of the features implemented

in previous steps. The frequency of matches at each

pixel location is reported in figure 4, and the relative

distance of the match from Gaia as a function of pixel

location is reported in figure 5. We were able to achieve

even coverage of the detector and had about 1.8 million

total Gaia matches. We also had even coverage at the

subpixel level, as shown in figure 5. In general, there

was a larger match distance farther from the center of

the detector, with the top left corner having the most

distortion. These WCS parameters and the distances at

each detector location are directly used to compute the

distortion polynomial.

2.4. Wavelength Independence of Solution

Since there could be chromatic aberration, wavelength

dependent quantum efficiency, or other similar effects,

we compared the WCS parameters of images in the H2

and J filters. We find the WCS parameters are very sim-

Figure 5. Frequency of Gaia Matches Across the Detector.
The detector was split into a 32x32 grid and the number of
matches of matches in each grid cell are displayed. Impor-
tantly, the matches evenly cover the entirety of the detector.
This is the frequency of matches after all 3 steps have been
completed, as described in section 3.2

ilar between the filters, so we do not compute separate

distortion solutions for each filter.

3. DISTORTION SOLUTION

Using the best-fit WCS parameters, we fit a third

order polynomial distortion solution for the detector.

Dupuy & Liu (2012) found a 3rd order polynomial to

be sufficient, so we adopt the same.

Essentially, we converted the match distances, as a

function of X and Y pixel location on the detector, from

RA and Dec to pixel units. Thus, we have one polyno-

mial for the distortion in the X direction and another

for the distortion in the Y direction. To solve for the

best-fit coefficients, we performed a joint minimization

of the pixel scale, coefficients, CRVAL1, and CRVAL2

useing the scipy Levenburg-Marqurat optimizaiton al-

gorithm. We fit one pixel scale and set of coefficents

across the entire data set, but calculate CRVAL1 and

CRVAL2 for each image. Following the convention used

in Dupuy & Liu (2012), we fixed CRPIX1 and CRPIX2

at −2122.6900 and 81.6789 respectively. We used the

2012 distortion solution and CRVAL1 and CRVAL2 from

the WCS parameters computed in step 3 as the initial

guess for this optimization. We found that this mini-

mization would take on the order of compute-months to

run on the entire data set. As a result, we performed

ran the optimizer twice, once on the first 250 images in

the data set and once on the last 250 images in the data

set. These two minimizations resulted in very similar
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Figure 6. Subpixel Locations of Gaia Matches.
The subpixel locations of the matches are evenly sampled in
both the X and Y directions. This indicates that each pixel
is uniformly sensitive.

distortion solutions, but had slightly different residuals.

In both cases, the residuals of the distortion solution

are on the subpixel level. This distortion coefficents are

reported in table 1 and the residuals are shown in fig-

ure 10. In the future, we plan to use an Markov chain

Monte Carlo fitter to perform this optimization across

the entire data set.

4. STABILITY OF WIRCAM OVER TIME

Since we have data collected from 2011-2021 in addi-

tion to the distortion solution presented in Dupuy & Liu

(2012) we can evaluate the stability of the detector over

time. Notably, WIRCam is taken on/off of the telescope

about 8 times per year, when there is a new observing

run. This has the potential to change the distortion pa-

rameters. We find that the orientation of the detector

has 0.4° variation over the 10 year period, but that the

X and Y pixel scales are constant. We also find that our

distortion solution is consistent with the one reported in

Dupuy & Liu (2012).

5. FUTURE WORK

This work is inspired by a data analysis pipeline

which measures brown dwarf parallaxes from Spitzer

Figure 7. Match Distance Across The Detector
This displays the distance between the calculated RA and
Dec of every source in the CFHT data with its correspond-
ing match in the Gaia catalog. For display purposes, we
imposed a 32x32 grid on the detector and computed the me-
dian distance within each grid cell. For scale, the longest
arrow represents 2.20 arcseconds. Each arrow represents the
median distance of the matches within a grid cell. These
distances are computed after all 3 steps described in section
3.2 have been completed.

Figure 8. Distortion Solution in The Northeast array of the
WIRCam Mosaic
The distortion increases radially outward, away from the cen-
ter of the mosaic. The distortion solution is consistent with
the one presented in Dupuy & Liu (2012). This plot is a
visual representation of the distortion polynomial presented
in table 1.
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Term α aij β aij 2012 aij α bij β bij 2012 bij

x2 1.17e−6 1.17e−6 1.73e−6 -6.41e−7 -6.41e−7 -6.409e−7

xy -1.30e−6 -1.30e−6 -1.303e−6 1.12e−6 1.12e−6 1.117e−6

y2 5.10e−7 5.10e−7 5.105e−7 -1.19e−6 -1.19e−6 -1.191e−6

x3 -5.29e−10 -5.29e−10 -5.287e−10 -1.47e−10 -1.47e−10 -1.466e−10

x2y -4.13e−10 -4.13e−10 -4.130e−10 -4.59e−10 -4.59e−10 -4.589e−10

xy2 -5.34e−10 -5.34e−10 -5.338e−10 -3.88e−10 -3.88e−10 -3.884e−10

y3 -1.35e−10 -1.35e−10 -1.353e−10 -5.87e−10 -5.87e−10 -5.872e−10

Table 1. Distortion Coefficients for WIRCam Northeast Array
As described in section 3, we computed two different sets of polynomials with different subsets of the data. The coefficients
labeled with α correspond to the first 250 images and the coefficients labeled with β correspond to the last 250 images. To
apply this polynomial, the origin should be defined using CRPIX1 and CRPIX2.

data (Siverd et al. in prep). This distortion solution will

become part of a publicly available, self-consistent multi-

observatory parallax measurement pipeline. Using this

pipeline, we will recompute parallax measurements of

previous Hawaii Infrared Parallax program CFHT tar-

gets. This distortion solution will not only allow for

higher-precision parallax measurements, but will aid the

search for new ultracool objects, astrometric perturba-

tions, and associations with moving groups.
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Figure 12. CD Matrix Rotation Over Time
There is about 0.4° of variation in the orientation of
WIRCam from 2011-2021. This is likely the result of
WIRCam being taken on/off of the telescope 8 times per
year, when there is a new observing run
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Figure 13. Pixel Scales of the X and Y Axes Over Time
The pixel scale is stable over time and the ratio of the x and y pixel scales is consistent with unity. The pixel scales are consistent
between the H2 and J filters.
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